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1 Representing the world using sets

Set theory is the “machine language” of mathematics. If you think about it, every program that you have
ever run on a computer has ultimately produced instructions that get sent to a CPU and the CPU just
churns through them. Those CPU instructions are really really low-level: add this 32 bit number to this 32
bit number, grab these bits from memory and move them somewhere else, check this number to see if it’s
zero, and grab these other set of bits from memory and interpret them like a machine instruction. Somehow,
these little primitive instructions make it possible to write programs that download pictures of kittens from
the Internet and thereby make your life more fulfilling. At the end of the day, though, it’s all bits: 1's and
0’s. Your kittens are represented by a bunch of bits that your graphics hardware knows how to translate into
a bundle of furry joy. Your tragic poetry is written in ASCII, which is really a bunch of characters, each
of which is represented by a number, which in turn is represented by bits. So your computer consistently
operates on representations of the things that you really care about.

Set theory is like that. It’s painfully low-level, and it doesn’t understand high-level concepts like pro-
gramming languages, or numbers for that matter, but it’s very very powerful! Essentially, mathematicians
take set theory as the tool for building representations of things. If you can’t represent it using sets, then it’s
not mathematical.

2 Abstractions make this tractable

On computers and in mathematics, we keep this low-level stuff from exploding our brains by building up
layers of abstraction. Much of the time we just ignore what’s going on at the low-levels, but instead think
in terms of higher-level concepts that we really care about. As long as your abstractions are well-designed
and clearly explained, you can ignore the details. If your abstractions are “leaky”, then you might write
down things that make no sense to you but say something meaningful at the lower levels. For example, I'm
willing to believe that the letter ” a’ comes before 'b’,soina sense: “a’ < ’'b’, and the C programming
language tells me this, but why would I think that )’ < " +7??? The C language tells me that this is
true too, and if I didn’t know anything about the ASCII encoding of characters as numbers, then I wouldn't
understand what’s going on. In short, C’s abstraction of characters is leaky. If the language didn’t let
you compare characters in terms of their underlying machine representations, this weird stuff wouldn’t
happen/| Later, we’ll see some examples of leaky abstractions in set theory.

Now don’t get me wrong, sometimes it’s useful to know what’s going on under the hood, if only so
you can debug problems or implement abstractions of your own. This is true on both computers and in
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mathematics. In essence, the ideal is to be a full stack mathematician who can work efficiently at a high level,
but understand the underpinnings that ensure that this high-level work makes sense.

Finally, bear in mind that we sometimes use low-level concepts in our high-level reasoning. In program-
ming, sometimes all you want is a set of bits. So bits appear in our upper-level abstraction. But be warned:
just because you are talking about bits in your high-level, it doesn’t mean that they are being represented
exactly as bits at the low level! Perhaps each of your high-level bits is being represented by an entire 32-bit
machine word, for convenience of implementation. If you don’t care about the space usage, then maybe
that’s not a big deal. Similarly, we still use sets in our higher-level reasoning too: sometimes you just need
a set of kittens to make your day. But your high-level notion of “set of kittens” is going to be interpreted
somehow in set theory, and that interpretation may not be readily recognizable after you compile it down.
It will surely be a set, because sets are all there is at the bottom, but a set of what? That is to say, we can
really think about everything we’re doing in mathematics as operations on setsE]

Now, to keep the navel gazing to a reasonable minimum, we are not going to build all of the mathemat-
ical concepts we need from the ground up. In practice, we are going to chose a few primitive notions in
addition to sets and work with them. In this document, however, we will do a bit of wallowing in the set-
theoretic muck, partly so you have some experience looking under the hood at the low-level parts, partly
so you can appreciate the high-level abstractions we use, and partly so that you can do your own trouble-
shooting and discern whether your high-level reasoning makes sense, we start at the bottom for a while.
It’s good to set some ground-rules for creating and manipulating sets. You may have seen some of these
concepts before, but maybe not explained in this painful of detail. Enjoy!

3 Sets and Logic

Set theory, as we will use it in class, is really an embedding of notions of sets into a logical language called
first-order logic, which gives us the tools that we need to actually say stuff about sets and prove that the
things we say make sense. The two combine to create what we technically call first-order set theory. So
they are necessarily intertwined. Ultimately we want to be relatively informal about our discussions of
sets, just like mathematicians tend to be, but we want to make sure that if we really had to, we could get
super-pedantic and formal about it, literally using first-order logic all the way down. For this reason, I will
intersperse the casual informal set notation with the super-pedantic statements within logic, so you can tell
precisely what we mean when we write some informal stuff down.

4 Sets are about Stuff

At its heart, set theory is a way of talking about these containers of stuff. So everything in set theory boils
down to the “element of” relation €. If one set A is an element of another set B, then we write A € B. That’s
really all there is to set theory, but we will build up a lot of stuff on top of that single concept (see, we don't
even have 1’s and 0’s just €). First, we need to know how this € relationship works...what are the rules
that constrain it? These are captured by axioms of set theory. I'm not going to give all of the axioms of set
theory, just the ones that we will use a lot. In fact, there are lots of set theories out there, but many have a
pretty common core. We’'ll be using a set of axioms for what is called Zermelo-Frankel Set Theory or ZFC for
shortPl Now let’s talk about some of the axioms, which tell us how sets work as well as what kinds of sets
are out there, i.e. what sets existE]

5 When are two sets really the same set?

We start with a basic property of sets:

20ne can argue about whether this is a good idea, just as one can argue whether the X86 instruction set is a good idea. Philosophers
and logicians have proposed other foundations for mathematics, and with good reason! But from the early 20th century until now, set
theory rules the day, much like the X86 ISA.

3don’t worry about the “C” in ZFC, we won’t be concerned with it.

4Note that there are many different equivalent sets of axioms for ZFC. I'm choosing the ones here for simplicity and utility.
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A set is fully determined by its elements.

Think of a set as an invisible bag of stuff...all we identify are the stuff, not the material that the bag is made
of. This is called the Axiom of Extensionalityﬂ

VS1.VS5.51 =83 <= VS.5¢€ 85, < Sec 5.

In words, this reads: “for any sets S; and Sy, they are the same set if and only if they contain the same
elements.” Remember: the only elements that arise in set theory are sets, so we're just worried about what
sets are contained inside a set. For our purposes, this axiom defines equality of sets.
Note the use of the symbol V to mean “forall”, and <= which means “if and only if”. <= is really
an abbreviation:
A< B = (A= B)AN(B = A).

Here the wedge A is the symbol for “and”, and the arrow = is just “if-then” or “implies”; The = symbol
can be read “is shorthand/longhand for.” Think of it as a macro, like what you would write in the C
Preprocessor. For now don’t worry about how to read the above logical formula, we’ll get into the details
of how to understand these logical statements later. As a side note, we could have, in principle, treated
equality = it as a macro rather than a definition, but most first-order logics (like first-order set theory)
assume that you have an explicitly defined concept of equality in addition to the other operations (in our
case just €), so set theory follows that lead by axiomatizing it.

But unpacking the axiom above a little more, we now get: “for any sets S; and Sz, we know that: 1) if
they are equal, then any element of S; is an element of S; and vice versa; and 2) if any element of S; is an
element of S, and vice versa, then S; and S are equal, i.e. the same set.”

Now we know how to judge that two sets are the same set. Since equality is a pretty key idea in logical
systems, it’s important that we lay this out good and early. Without a notion of equality, we wouldn’t be
able to talk about things like “the set that has no elements” as we will do in the next section.

The name of this axiom (extensionality) leads us the idea of an extensional definition of a set. When you
want to describe a set with a finite number of elements, you can just use the list of elements as a way to
refer to the set. For example, we might write the expression:

{ cheese, crackers, vegemite }

to describe the unigue set that contains exactly cheese, crackers, and vegemite. An expression of this form,
which serves as a definition of a setﬂ and given such a definition, we get some logical reasoning principles
“for free”:

VS.S € { cheese, crackers, vegemite } <= S = cheese VV S = crackers V S = vegemite.

Here, the v symbol represents inclusive “or”. The formula A V B is true if and only if A is true, B is true, or
both A and B are true. This use of inclusive or can be confusing since in informal speech we often say “or” to
mean “either A or B but not both”. The above extensional principle seems to say something obvious: that
the only elements in an extensionally-described set are the ones listed. It’s nice to have a formal account of
this idea though, because we (or our computer programs) can manipulate this idea via symbol pushing (i.e.
formal reasoning). In any case here is our first incident of a definition affecting our reasoning principles: an
extensional definition of a set licenses you to reason about its elements by cases on its (finite) members.

A subtlety to keep in mind: the notation notation above is just a description of a set, sometimes called a
name of a set, not the set itself. For instance, the expressions { cheese } and { cheese, cheese } both describe
the exact same set: the one containing cheese and nothing else. However, each description leads to a subtly
different reasoning principle. Can you write down the reasoning principles and observe how they are
(somewhat boringly) different? Later we will find that having multiple different definitions of the same set
can give us useful reasoning power.

SRoughly speaking, a set’s extent is “the stuff that it is made up of.”
For our purposes, the words “definition” and “description” mean exactly the same thing. I actually prefer the word “description”,
but mathematics seems to prefer “definition.”
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6 The Empty Set

So we now know how to tell if two sets are really the same, but we don’t know if there are any sets. Don’t let the
“forall” fool you: we can state that “All flying pigs prefer to drive Teslas.” which is true, but not because
flying pigs don’t like bicycles, but rather because there are no flying pigs in the first placeﬂ So we need to
fix this issue at least and ensure that there’s a set.

One set that’s very important to us is the set with nothing in it: the empty set. So we declare the Axiom of
the Empty Set.:

There is an empty set, i.e. there exists a set with nothing in it.

In logical form, this looks like the following;:
151.¥S85.5, € §1 = L.

Here, the logical symbol L represents falsehood. In our logic, A = L is our way of writing “not A.”
You can read it as “Well if A then pigs fly!” as in, there is no way that A holds. If you have experience
with logic, then this may look a bit odd compared to other presentations of negation, but there is some
actual sense to this. In fact, we sometimes abbreviate this kind of negation. So for instance — A is a syntactic
shorthand for A = 1. Also, we abbreviate the idea that some relation doesn’t hold by crossing it out.
For example, A ¢ B is shorthand for A €¢ B = 1 and X # Y isshorthand for X =Y = 1. In
short, negation is defined in terms of implication and falsehood. Keeping this in mind will help you prove
theorems later.

Now, we can combine the empty set axiom with the axiom of extensionality to prove that the empty set
is unique, i.e., there is at least one and at most one set that is empty.

Proposition 1. The empty set is unique, i.e.:
(Hsl.VSQ.Sg €S = L) AVS1, Ss. (VSS €S = L) A (VSS €S = L) = 51 =205,.

Reading the above formula literally, it reads “there exists a set that has nothing in it, and any two sets
with nothing in them are actually the same set.” This is why we get to call it the empty set, rather than an
empty set, by the way. Thus the concept of empty-setness is a definite description of a set: it suffices to point
out a particular set. On the other hand an indefinite description describes one of many possible entities.

Before I prove this proposition, let’s talk notation. We can simplify the logical formula using a couple of
abbreviations. First, we use ¢ to mean “not an element”: S; ¢ So = S; € So = _L. This gives:

ElS].(VSQ.SQ ¢ Sl) /\VSg.(VSQ.SQ ¢ Sg) = S3=05].

Then we can introduce an abbreviation for uniqueness. Let ®(X) be some predicate, i.e. logical statement,
about S, written in terms of X ﬂ For example, we could have ®(X) = (v5,.52 ¢ X). Then when we write

3X.B(X)

To mean that there is a unigue X such that ®(X) holds. Using these two abbreviations, we can succinctly
rewrite our proposition as:
3lS;.VS,.55 ¢ Sy

In short: “There’s a unique set that has no elements.” This means exactly the same thing as the original
proposition (because it “macro-expands” to the original). Now that we know that there is only one empty
set, we give it a special name of its own: (. By giving it a name, we can ignore the 3!S. stuff, and just
remember the fact that: VS.S ¢ (). We can use that fact to prove things about the empty set. We will call this
the reasoning principle that we associate with the set name (a.k.a. description) ().

I'll write a proof of the above proposition without much explanation. We’ll get into how to prove logical
formulas later. For now the thing to keep in mind is that I am thinking in terms of the original proposition
above when I am writing the proof, not the small and abbreviated statement just above.

7Barring recent advances in biology of which I am unaware.
8Technically, X doesn’t have to appear in it at all, but then whatever you choose to replace X with doesn’t matter.
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Proof. Consider the empty set (). By the axiom of the empty set, we know that VS.S ¢ (). That handles the
first part (existence).

Now suppose two sets, S1, S2 such that VS.S ¢ S; and VS.S ¢ Sa. Then to prove that S; = S, it suffices,
but the axiom of extensionality, to prove that for any set S, if S € S; then S € Sy and vice-versa.

Let’s do the first: suppose S is some set and S € S;. Then applying our assumption VS.S ¢ S; to
it yields a contradiction L, from which we immediately deduce S € S5. We can perform the analogous
deduction in the opposite direction to prove that if S € S then S € S;. Thus we’ve proven this for all sets
S so Sl = Sz. O

Now wait a second! Why didn’t we just make the uniqueness of the empty set an axiom? Well, because
we didn’t need to: the axiom of extensionality already implied it, so why say something more complicated?
That’s how mathematicians tend to think in my experience: keep the number and strength of axioms super-
small so that you can get your work done with as small of a trusted base as possible. It doesn’t make your
working set of properties particularly ergonomic, but the idea is that you can build up higher-level tools
(i.e. propositions) from here with confidence and then use those in your day-to-day work.

7 Sets in Sets in Sets

Okay: so far we know what it means for two sets to be equal and we know that there’s an empty set. Any
other sets out there? Not so far! Let’s fix that, first with a simple axiom, the Axiom of Pairing:

For any sets A and B, there is a set C that contains both of them as elements.

ie.,
VAVB3IC.Ae CABeC

This axiom is a bit obnoxious, because it tells us that there’s a set with A and B, but it says absolutely
nothing about whether there is anything else in the set C. There may be tons of stuff! This is reminiscent
of how we didn’t say that the empty set is unique: later we will be given some axioms that we can use to
prove that there is indeed a set with exactly A and B in it. We would write such a set { A, B }. In essence,
{ A, B} is a name for “the set that has A in it, and B in it, and nothing else. Note though, that if A and
B are the same set, then we are talking about a set that actually has only one element in it. That is to say,
{A, A} ={A}. It'simportant to keep this possibility in mind when developing abstract arguments.

Using what we know so far, we know that the set { | }, that is, the set containing one element, namely
the empty set, exists. Using the axiom of pairing again, we can show that { #, {  } } also exists. Look there
are sets! And if we keep repeating this kind of pairing, we can show that there are an infinite number of
sets. Phew that’s a lot! However, each one of these sets only has a finite number of elements, which will not
be enough for our purposesﬂ

Another useful way to “find” sets that combine other sets is to take the union of a collection of sets, i.e.,
a set of sets. The Axiom of Union supports this:

For every set S there is a set GG that contains as elements the contents of every set that S contains.

ie.,
VS.AGVANVa.(a € ANAES) = a €.

To make sense of the formal notation, let’s consider an example. Let S = {{1,2},{3,4}}. Then from
the axiom, we know that there is some set G such that each of the given numbers is an element of G, i.e.,
1€ G,2 e G, and so on.

Again, we'll be able to show later that there is a (unique) set that consists of exactly those elements of
elements of S. We call that the union, and use the notation | J.S for that set. Then, the notation A U B is
just another way to write | { 4, B }. Why define the binary union in terms of the bit one? Well, because
we can’t form the union of an infinite number of sets by doing it two at a time...we’ll get bored eventually.
However, if we have a set with an infinite number of things (see below!), then we can form an infinite union
whiz bang!

hint: how many C programs are there? So how big is the set of all C programs?
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In any case, this gives us a reasoning principle for sets formed using union.
VSVAAe| S < IGA€GNGES.

Thus we’ve turned the axiom of union into a reasoning principle about the union of a family of sets.

8 Extensional set definitions from the ground up

So now we have enough machinery to justify one of the common ways that we write sets: extensionally!
We’ve already used such definitions as examples, but now we have enough machinery to build them up
from the axioms of set theory. You can think of this as akin to bootstrapping a compiler (I'll leave it to you
to work out the analogy in full). A set is a collection of stuff, and the most obvious way to write it is with
set notation. I'm sure you've seen this before. For example, the set of even positive integers smaller than
10: {2,4,6,8,10 }. You can think of this notation as a very descriptive name for a particular set.

Do we know that a set like { a, b, ¢ } exists? In pedantic form the statement is:

JAVSS €A < S=avS=bVS=c
The answer is clearly yes. One way to do it is:
1. use the axiom of pairing to form { a,b};
2. use the axiom of pairing to form { ¢ };
3. use the axiom of pairing to form {{a,b},{c} };
4. use the axiom of union to form { a, b, c }.

Well that was exhausting! I will never bother doing it again. But note, that we have a reasoning principle
for this set based simply on its name:

vS.Se{abc} < S=aVvS=bVvS=c,

Notice that this makes sense for a set name like { a, a }, though it’s mighty redundant: we like the name { a }
better. But this observation matters particularly when you are making an abstract argument. For instance, if
I assume a and b, and then mention “the set { a,b }"”, you can’t be sure that the set { a, b } has two elements:
what if a = 5 and b = 5? On the other hand, if you know a priori that a # b, then the set { a,b } definitely
has two elements. Notice, though, that in both cases it’s true thata € {a,b}and b € {a,b}.

9 Infinite stuff!

Given the tools we have so far, we can only build finite sets! That’s because all of our logical arguments
have to have a finite number of steps, which can really be a pain sometimes, but that’s how logicians roll.
This is also how computer programmers roll: ever seen an infinite-length program?

So how do we get infinite stuff? Well, like we did with the empty set, we assume it, via the Axiom of

Infinity:

There’s a set that (1) contains the empty set and (2) contains the set U { a } whenever it contains
a.

ie.,
AS. (e SYANVAAeS = AU{A}e?l).

Notice how I'used AU { A } in the above formula, rather than spelling the whole thing out in terms of €, 3,
uniqueness, etc. That would be way too painful! Luckily we can already exploit our paucity of abstractions
to make life more pleasant. You may as an exercise try to boil this all the way down to just statements about
elementhood.
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Set theorists like to call the set that has only the elements above w, and they use it to represent the set of
natural numbers{]

0
{0}uo={0}
={1}ul={{0},0}

0
1
2

First, notice the leaky abstraction: when was the last time you took the union of a set with a number???
Let’s not do that any more! instead, we will just consider the nice abstract set of natural numbers as the set,

N=1{0,1,2,...},

and say that questions like 1 € 2 are off limits...that would be exploiting the representation of numbers as
sets, rather than the properties of numbers as an abstraction that we care about. Notice that 0 is a natural
number. All right-thinking computer scientists will use this deﬁnitionE]

10 All the subsets

Now we add yet another axiom that lets us build bigger sets: the Axiom of Power Set:
Given any set A, there exists a set that contains all subsets of A.

ie.,
VAISVB.WVCCeB — Ce€A) — BeS.

Good grapes, just looking at that makes my eyes bleed! In the above formalism, B is a subset of A because
every element C of B is also an element of A. Because we use subsets so often, there’s a convenient notation
for them:

XCY=VCleX = CeY.

With this we could have written:
VA3ISVB.BCA = BeS.

Once again, this axiom doesn’t say that the set only contains subsets of A, but that set exists. We call it
the powerset of A, and give it the notation P(A). Some books use the notation 2, which sort of explains the
name “powerset” (2 to the power of A): the reason for that notation is that if some set A has n elements,
then P(A) has 2" elements.

The axiom above and the uniqueness of the powerset give us another reasoning principle:

XePA) < XCA

Notice how in the above I didn’t quantify the X or the A. This is a common practice of mathematicians.
If you see something like this with missing quantifiers, assume that there are a bunch of forall quantifiers
in the front, so this is shorthand for:

VXVAX € P(A) « X C A

10This encoding is due to the great logician and computer scientist John von Neumann.
1T once went to a wedding of two computer scientists, and during dinner they sat at “Table 0” because, as the table manifest said:
“computer scientists start counting from zero.”
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11 Picking Things Out

The axioms that we have given so far allow us to identify bigger sets in terms of smaller sets. As we’ll
discover, most of the time we instead identify smaller sets by filtering desirable elements out of some bigger
set. The tool that we use for that is called the Axiom Schema of Specification (and also the Axiom Schema of
Separation)

Let A be some set and let ®(X') be some logical predicate on sets X. Then there is a set A of all
and only the elements a € A such that ®(a).

i.e. for every predicate (X)) we have the axiom:
VAISVB.Be S <= Bec AN®(B).

This one is called an axiom schema because it really stands for an infinite number of axioms: one for
every ® that you can come up with. That’s a little crazy, but it's how it works. Not my fault!

Notice how this axiom schema is phrased as an if-and-only if, so we can pick out a set whose contents
exactly match the result of filtering, unlike earlier axioms like the axiom of pairing. This axiom is the one
that we can use to winnow things down to exact sets.

The set that we get via specification in question is unique, and we give it a name using what we call
a set comprehension. given a set A and a property ®, we use the name {a € A | ®(a) } for the set that you
get by filtering A with respect to ®. Combining this name with our axiom gives us the following reasoning
principle:

Be{acA|®(a)} < BecAND(B).

This concludes the axioms of set theory that we will focus on. ZFC has more axioms, but they are mostly
geared toward details we will barely touch on, if at all, so we can ignore them.

You may want to mess around with the axioms that we’ve covered so far to try and build various sets
and see what a pain it is to hack in machine code.

Note that each mechanism that we have for defining /naming sets comes with its own reasoning princi-
ple. This is a recurring theme in mathematics and in this course in particular: the structure of my definitions
determines the structure of my reasoning. Often we can describe reasoning principles directly in terms of some
definition for picking out a set of interest.

Next, we'll consider some of the pragmatics of using set theory.

12 The Practice of working with Sets

In this section, I'll describe how we will actually informally work with sets. Some of this rehashes concepts
that we covered above, but ideally this version is written in a more high-level, actionable way, correspond-
ing to how we will use set theory in real practice.

12.1 Assumed Sets

From time to time we will simply assume the existence of a set.
It will look like:

Suppose a € ATOM...

What we mean by this is that there must be some set with an infinite number of things in it that we can
tell apart, and distinguish from the elements of other sets. So I can always pull out some a; and then grab
some other a; # a;. When we want to talk about specific members, we will usually use the same letter as
the metavariable but typeset it in blue, as in a;. In the case of program variables, like x € VAR, we may be
more creative with our choice of elements.

We can justify this because we already know that there is a set with an infinite number of things, and
one of the nice/crazy things about such a set is that you can take an infinite number of things out of that
set and still have another infinite amount of things left over. For example, if I take the odd numbers out of

Page 8



Sets Time Stamp: 11:12, Monday 9" November, 2020

the set of natural numbers, how many numbers are left over? An infinite amount: the even numbers! My
head explodes when I think about this kind of thingF_Z]

13 Set formations

Aside from naming a set by explicitly saying which elements are in it, we assume a number of ways of
building sets. We're not trying to be super-primitive, or make sure that there’s only one way to build a set.
Rather, we just want to establish a set of primitive rules that we can always use for building new sets.

13.1 Union

We can always combine sets to form new sets, forming the union of two or any number of sets. If A is a set,
and B is a set, then there is a set that we call AU B with the properties that c € AU B if and only if c € A or
c € B.

Example 1. If A = { meat, cheese } and B = { vegetables, fruits } then AUB = { meat, cheese, vegetables, fruits } .

We can extend this to collections of sets. If F is a set of sets, then we can form the set | J F', which is the
union of all the sets in F: ¢ € |J F if and only if ¢ € C for some set C' € F.

Example 2. If F' = {{ cow, bull, buffalo } , { sheep, elpaca, horse } , { frog, toad, turtle } } then
U F = { cow, bull, buffalo, sheep, elpaca, horse, frog, toad, turtle } .

Notice that |J 0 = 0, since we are taking the union of no sets,and AUB = J{ A, B }.

13.2 Intersection

In addition to forming a set by grabbing element that appear in any of a given set of sets, we can also
consider the set of elements that appear in every set in a given set. That’s the intersection. If A and B are
sets, then there is a set we call A N B with the property thatc € AN Bifand onlyif c € Aand c € B.

Example 3. If A = { paper, cut } and B = { news, paper } then AN B = { paper }.

Generalizing this idea, if F' is a non-empty set of sets, then we can form the set (| ', which is the inter-
section of all the sets in F: ¢ € (| F if and only if C' € F, and ¢ € C for every set C' € F. Analogous to
unions, A N B = ({ A, B}, but in stark contrast, there is no such set () (! This means that when you are
reasoning about sets, you must establish that F' is not empty before you take its intersection. In the case
of both intersection and union, you must establish that F' contains only sets before you take their union,
otherwise it’s an “abstraction error”[F]

13.3 Powerset

Given some set C, you can form it’s powerset, which we call P(C'), which is the set of all subsets of C:
AeP(C)ifand only if A C C.

Example 4. P({tic,tac,toe }) = {0, {tic},{tac}, {toe}, {tic,tac}, {tic,toe },{tac,toe}, { tic,tac,toe} }.

Notice that the C has 3 elements, while P(C) has 23 = 8 elements. Some texts will wrote 2¢ as a different
notation for P(C).

As a side note, we can characterize subset completely in terms of containment: If A and C are sets, then
A C C if and only if whenever a € A, it follows that a € C. We differentiate between subset C and strict
subset C, meaning that if A C C, then it cannot be the case that A = C.

121n the 19th century, the mathematician Richard Dedekind proposed roughly the above property as the defining characteristic of
an infinite set.

13By “abstraction error” I mean that technically it’s fine to take the union, because at the lowest level all we have are sets, but you
would surely be violating an abstraction principle. For example, |J1 is nonsensical for numbers, but not for their von Neumann
representation where J1 = J{0} =0 = 0. Yuk!
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13.4 Sequences and Products

In addition to sets, unordered collections of unique elements, we will often want to consider sequences of
elements that have a specific order and are not necessarily unique. Some examples of this are pairs like (1, 2)
and (1, 1), triples like (4,5, 3), and more generally tuples, meaning some ordered sequence of n elements.
Note that for our purpose, sequences are not sets, so we don't talk about 1 € (1,2): that’s an “abstraction
error.’

Now that we have a notion of sequences/tuples, we can form sets of them. If A is a set, and B is a set,
then we can refer to the product of A and B, which we name A x B, and it has the property thatc € A x B

if and only if ¢ = (a, b) for some a € Aand b € B.

Example 5. If A = {eat,throw } and B = { chicken, darts } then
A x B = {{eat, chicken) , (eat, darts) , (throw, chicken) , (throw, darts) } .

There are several generalizations of products. You can write A x B x C for the set of triples from these
three sets: if you really want to write the product of A x B with C, you should parenthesize as (4 x B) x C.
This is just a convention since we are far more likely to want triples than pairs that include pairs in the first
position.

Also, in analogy to arithmetic, the set A> = A x Aand A% = A x A x A and so on. Note that A° = {() },
the set containing only the empty sequence (since it’s the only “0O-long” tuple).

Given a set A, we use A* to refer to the set of all finite sequences of elements of A. We sometimes use
the name ¢ to denote the empty sequence ().

Ar=|JAr=4"uA'uAu. ..
neN

Technically, I haven’t told you how to construct this set (we need one more axiom of set theory (Replace-
ment) to do it, but we’re not going to use it often, so I'm eliding it)

13.5 Total Functions, Partial Functions, and Relations

From your days taking math classes you have a rough idea of what a function is: a mapping that takes one
value to another. We can formalize that idea in set theory: if A is a set, and B is a set, then we have a set
A — B of total functions from A to B. It is characterized as follows: f € A — B if and only if

1. fCAxB.

2. If (a,b1) € f and (a, bs) € f then by = by. This says that f maps elements of A uniquely to elements of
b. Notice that what this is saying is that (a,b;) = (a, b2), so more informally, there is at most one pair
in f with ¢ in its first position.

3. If a € Athen (a,b) € f for some b € B. This means informally that there is at least one pair in f with a
in its first position.

We can relax the notion of total functions to get the notion of partial functions. Intuitively, a partial
function is a mapping that doesn’t necessarily map every element. From A and B, we can form the set of
partial functions A — B, where elements f € A — B need only satisfy the first two properties of total
functions: they don’t have to map every element of A to some element in B, but any element that they
do map, they map uniquely. It should be clear from this description that every total function is a partial
function. Note as well, when we just say “function”, we mean “total function.”

A little bit of terminology about functions. Given a partial function f : A — B, where this is just a
common notation for f € A — B, we call A the function’s domain; we call B the function’s codomain (others
call it the function’s range). Sometimes when we need to talk about it, we may write dom(f) and cod(f) for
the function’s domain and codomain respectively.

14Bear in mind that since all we really have to work with are sets, we end up encoding pairs and other sequences using, well, sets.
See https://en.wikipedia.org/wiki/Ordered_pair#Defining_the_ordered_pair_using_set_theory for a variety
of pair encodings in set theory that have been developed by a variety of mathematicians and logicians.
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Even more general than partial functions is the idea of relations. A relation captures many-to-many
correspondences between elements of sets. The most direct analogue to a partial function is a binary relation,
which is technically any set of pairs: a binary relation R on A and B is some subset R C A x B. Relations
need not be only binary: you can have a relation between three sets, i.e. R C A x B x C, and even a unary
relation R C A, which is basically a way of representing some property of A’s by simply giving the subset
of A that satisfies that property.

Notation We treat functions, partial functions, and relations with special notation sometimes.

In the case of a partial function f, we write f(a) = b to mean that (a,b) € f. We also write f(a) to refer
to the element b such that (a,b) € f. In the case of total functions, the expression f(a) always makes sense,
because there must be some b that fits the bill, but for partial functions, that may be nonsense, because the
partial function is undefined at a. If a partial function f is undefined at a, we write (f(a)1 which literally
means Vb € cod(f). (a,b) ¢ f. The opposite, that f is defined at a is written f(a)].

We often write binary relations using infix notation: we write a R b to mean that (a,b) € R. For a familiar
example, 1 < 2 just means (1,2) € < where < C N x N. For relations among more than two sets, we will
often write them in “mixed-fix” notation. For example, when we discuss type systems, we will write the
typing judgment T ¢ : T to mean that (I',¢,T) € - I - : - where - - : - C TENV x TERM x TYPE. As with
this example, we often use dots - in the names of functions and relations to indicate the positions where
arguments go. So we will refer to the typing judgment either by a usage, I' - ¢ : T, or by the dotted name
- F - : .. The nice thing about the usage version is that you can deduce the sets that make up the relation
from its metavariables. The dot notation, though, is clearer about which elements are really parameters.

Mathematical Functions Don’t Run! One thing that it might take time to get used to in Set Theory is
that functions are not like functions in programming languages...they don’t take an input, churn on it, and
then spit out a result after a bunch of computation. They’re NOT procedures! Rather, they are (possibly)
infinite lookup tables. Often when we write down a function definition, using a bunch of equations, it
looks almost exactly like a program in a functional programming language like Haskell but really that is
just a way of naming a particular function, just like we treat { a, b, c} as the name of a set. Such names, or
descriptions, give us certain reasoning principles, and it’s that process of reasoning that corresponds to the
kind of computation that a function definition in a computer does. So two mottos that arise are:

e Functions are like database tables, not like procedures.
o Computation arises from deduction, not from definition.

We'll return to this discussion later because it’s a common sticking point for programmers when it comes
to math. At least it was a sticking point for this programmer!

13.6 Set Comprehensions

Most of the set constructions that we have been describing so far make “bigger” sets from smaller sets. We
are very careful about the ways that we can build sets so that we don’t write down a description of a set
that can’t possibly existE]

However, once you have a set, you can always build a smaller set by choosing some of the elements of
the set. We call this set comprehension: Given some set A, and some predicate P(a) that describes properties
of elements a of A, we can form the set {a € A | P(a) } which is the set of elements of A for which the
predicate P holds.

One of the constructions we already developed, the intersection of two sets, can be described this way:

ANB={a€cA|laeB}.

In this case, the predicate P(a) = a € B. Notice that you can’t use set comprehension to describe the union
of two sets without already having something that contains the union. That’s why we have an axiom for
union, but not one for comprehension.

15That’s no coincidence: they purposely stole the notation!
16For more on this, look at the Wikipedia page on “Paradoxes of set theory.”
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Another example, which we are introducing for the first time here, is the notion of set difference:
A\B={acA|la¢DB}.

Notice that set difference is always well defined for any two sets A and B.

At first you may not be clear on what counts as a legal predicate. In general, a predicate must be
a formula in first-order logic about sets and their elements. Here I'll give some more examples of set
descriptions using comprehensions. I recommend that you work your way through the logical statements
to make sure that you understand how they work.

Partial Functions

AAB:{fE'P(AXB)‘VCLEA.Vbl,bQEB. (a,b1>ef/\<a,b2>€f — blzbg}

Total Functions
A—-B={fecA—~B|Vac A.FbeB. f(a)=0b}

14 Where is this coming from?

So....what hole did I pull these rules out of? Well, technically, “set theory” is not just one thing. There are
lots of sets of rules that logicians and mathematicians over time have cobbled together, just like X86, Z80,
and Power architectures have different instruction sets. However they all tend to have a pretty common
core of things: you can build sets, take their union, intersection, yadayada.

The guiding principles behind these informal rules come from what is called Zermelo-Fraenkel set the-
ory, after two logicians who came up with the ruleﬁ

15 The Syntax of First-Order Set Theory

So far we have been simply using logical notation without explanation, in the hope that seeing it in context
would provide some understanding, much like an immersive natural language course. However logical
notation is precise, and a precise understanding is necessary for mastery. Let me try for moment to be a bit
more precise about at least the low-level parts of first-order set theory. We will not be formal about all of it,
but let me introduce some of it.

A word of warning though. In the following I use formal notation like Backus-Naur Form (BNF) simply
to suggest the structure of the language, assuming that you have seen BNF notation before and can intu-
itively interpret it. Later I will give a very formal interpretation to BNF for programming languages. One
can apply the same analysis to the following development as well, but doing so would amount to “defining
set theory using set theory”, kind of like writing a Python interpreter in Python

Representing a language inside itself does not amount to a fully-formal definition, but thanks to our
human intuition and prior learning, we can still learn a lot from it. That’s the goal of this section.

The core of the syntax of logic can be described as follows:

S € SETNAME, @ € FORMULA
® = SeS|L|T|PADP|PVD|P = @ |VS.D|IS.D

Here the metavariable S denotes a name for a set. Some example names that we use are TERM, or
{1,2,3}. The latter is not a set in and of itself, but is a descriptive name, but in the latter case we deduce
properties of the set being named based on the structure of that name (whereas TERM is not immediately
telling without knowing that the name TERM is equivalent to a more contentful set description).

7Technically another logician named Skolem came up with the same part that Fraenkel did, but he got left out. Poor guy, that
happens a lot in science and other forms of knowledge production.

18Nothing wrong with that! The PyPy project (http://pypy .org) has amply demonstrated benefits to doing this, and the LISP
family of programming languages has a strong tradition of defining metacircular interpreters [McCarthy), 1960].
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Now for a few common abbreviations. First, since we are not set-theorists—exploring the properties of
arbitrary sets—but rather programming language theorists—exploiting set theory to study sets of programs
and related structures—we will mostly be considering elements of particular sets. This leads to a desire to
qualify our quantifiers. We do that by using the following notations that expand as described:

VS € 5.5 =V51.51 €85, — CD;
345, € S5. & =35,.51 € Sy A D.

Take a moment to convince yourself that the expansions will have the intended meaning. It’s indeed a bit
curious that the expansion is not the same for universal and existential quantification, but this is necessary
to induce the desired interpretation.

Also, since we often introduce many elements of the same set, we abbreviate this in terms of the above
abbreviations:

VS51,82,...,8, € 5. & =VS5, € S.VS, € 5....V5, €59
35, € 85.®. =35, €535, € S5....35,€ 5. 0.

Furthermore, we can abbreviate using the same kind of quantifier for different kinds of elements:

VSl,SQ,...,Sn€S7T1,T2,...,TnGT,.@EV&,SQ,...,Sn ES.VTl,TQ,...,Tn eT,. o,
E'Sl,SQ,...,Sn€S7T1,T2,...,TnET,.‘I)EHShSQ,...,Sn ES.ETl,TQ,...,Tn ET,.(I);

Sometimes we wish to quantify elements of some n-ary relation. For example, Given some binary re-
lation ® C S x T, we write write 51 ©@ T1 = (S1,T2) € (- © -) (occasionally using the - placeholders to
indicate that we use infix, or more generally mixed fix notation) to indicate membership. Given such a re-
lation, we use the following abbreviation to quantify elements of the relation in terms of elements of the
subcomponents:

V(Sl @Tg).q) =VS; € S,TQ ceT.5 0Ty, = P;
H(Sl @TQ)CD =35, e S, ToeT. 51015 N.

Finally, we introduce some richer logical forms that are interpreted using the basic ones above:

=0 = 1;
D) = Dy = (P <= D) A (Dy <= Dy);
S . D(S) = (3S.2(5)) A (VS1, 5. @(S1) A P(S2) = S1 = 5s).
The first one represents “not ®, the second represents “if and only if”; and the third represents “there exists

a unique set S such that ®.” The notation ®(S) Says that ® is a formula that may refer to S freely in it. Once
this notation is introduced, then ®(7") Refers to the same formula but with 7" substituted for S.
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